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A new surface-capturing method is developed for numerically simulating
viscous free surface flows in partially filled containers. The method is based
on the idea that the flow of two immiscible fluids within a closed container
is governed by the equations of motion for an incompressible, viscous, nonho-
mogeneous (variable density) fluid. By computing the flow fields in both the
liquid and gas regions in a consistent manner, the free surface can be captured
as a discontinuity in the density field, thereby eliminating the need for special
free surface tracking procedures. The numerical algorithm is developed using
a conservative, implicit, finite volume discretization of the equations of mo-
tion. The algorithm incorporates the artificial compressibility method in con-
junction with a dual time-stepping strategy to maintain a divergence-free
velocity field. A slope-limited, high-order MUSCL scheme is adopted for
approximating the inviscid flux terms, while the viscous fluxes are centrally
differenced. The capabilities of the surface capturing method are demon-
strated by calculating solutions to several two- and three-dimensional
problems. Q 1997 Academic Press

Key Words: free surface; incompressible; two-fluid.

1. INTRODUCTION

The motion of fluids within partially filled containers has been the subject of
much study by scientists and engineers due, in large part, to its importance in many
practical applications. For example, civil engineers and seismologists have actively
studied the effects of earthquake-induced fluid motions on oil tanks and water
towers [8]. In recent years, aerospace engineers have been concerned with the effect
of fluid sloshing within propellant tanks on the stability of aircraft, rockets, and
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satellites [1]. All of these applications seek container designs which minimize the
amplitude of fluid forces over a gain range of operating conditions. Typically, this
is accomplished by either modifying the natural frequency of the fluid-container
system or by introducing baffling devices to damp the fluid motion.

Despite the power and capacity available in present day computers, the numerical
simulation of fluid motion within partially filled containers is still a challenging
problem. One of the principal reasons for this is that the flow field is usually three-
dimensional and unsteady. Numerical solutions of such flows typically require a
large number of time steps and, as a result, can consume enormous amounts of
computer memory, CPU time, and disk storage. Another difficulty which arises in
free surface flows is the modeling of the free surface itself. In the present context,
a free surface can be defined as the interface between the liquid and a secondary
fluid (usually a gas) which occupies the remaining space within the container. Since
the position of the free surface is not known a priori, it must be determined as part
of the flow field solution. The free surface motion may also be influenced by various
interfacial phenomena, such as surface tension and mass transfer.

Numerical approaches for handling free surface problems can be grouped into
three broad categories: surface fitting methods, surface tracking methods, and sur-
face capturing methods. Surface fitting methods solve for the flow within the liquid
region only, the free surface being placed at the boundary of the computational
domain. The motion of the free surface is accounted for by a coordinate transforma-
tion which maps the moving, body-fitted coordinate system in physical space to a
fixed, uniformly spaced coordinate system in computational space. If the free surface
becomes highly distorted, a new mesh may have to be generated in order to prevent
both grid singularities and highly skewed grid point distributions.

The surface tracking and surface capturing methods avoid the grid-related prob-
lems associated with surface fitting methods by employing a grid which is fixed
relative to the container and by defining the location of the liquid and gas regions
relative to the fixed grid. This practice requires an enlargement of the computational
domain to encompass the entire container, since the free surface can potentially
occupy any position within the fixed grid. The principal difference between the
surface tracking and surface capturing schemes is the manner in which the location
of the liquid is identified. Surface tracking methods typically discretize the computa-
tional domain into nonoverlapping cells which are then ‘‘flagged,’’ depending on
whether the cell contains all liquid, all gas, or the free surface. The governing
equations are then solved in the liquid and free surface cells only. The cells must
be reflagged at each time step to reflect the new free surface configuration. Surface
capturing methods, on the other hand, solve for the flow field within both the liquid
and the gas cells simultaneously. The location of the free surface is ‘‘captured’’ as
a discontinuity in the density field, thus eliminating the need for tracking procedures.
This idea is similar in spirit to the ‘‘shock capturing’’ approach, which has been
applied extensively to simulations of compressible flows with shock waves.

One of the first numerical schemes to employ the surface tracking idea was the
marker and cell (MAC) method of Harlow and Welch [11]. In the MAC method,
the free surface location was identified by placing discrete, massless ‘‘marker parti-
cles’’ in the liquid and convecting them according to the instantaneous velocity field.
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The flow field solution was then updated within the liquid using an explicit scheme. A
significant improvement to the MAC method was later developed by Hirt and Nichols
[14]. Called the volume of fluid (VOF) method, it identified the location of the free
surface by using a scalar function F (x, y, z, t) to represent the fraction of liquid con-
tained in a cell. This function was updated using a transport equation to model the
convection of F. As with the MAC method, only the flow field within the liquid and
free surface cells was computed.

Several surface capturing-type schemes were developed by various researchers,
including Spalding [32], Ramshaw and Trapp [26], and Maxwell and Spalding [23].
Ramshaw and Trapp used a nonconservative form of the momentum and energy
equations, along with a transport equation for density to model the sloshing of water
and steam in a rectangular container. Their approach employed a modified donor–
acceptor differencing technique to resolve the phase interface (free surface). Both
Spalding and Maxwell employed the SIMPLE method for incompressible flows in
conjunction with a particle tracking procedure to determine the location of the free
surface. Unlike the MAC method, however, their approach obtained flow field solu-
tions in both the liquid and the gas simultaneously. This method was later modified
by Jun and Spalding [18] to incorporate a simple transport equation to update the
density field. Special upwinding and property evaluation procedures were used to
minimize the diffusion of the density interface. Several two-dimensional computa-
tions were presented to demonstrate the effectiveness of their approach.

Several methods have appeared in recent years which address some of the short-
comings of previous surface tracking and surface capturing schemes. Unverdi and
Tryggvason [36] developed a front-tracking scheme which solved for the liquid and
gas flow fields on a stationary grid and represented the free surface using a separate
unstructured grid. Since the free surface grid could deform in an arbitrary manner,
their algorithm allowed for some restructuring of this grid during the course of a given
calculation. Results for two- and three-dimensional simulations of bubble motion
were reported. Sussman et al. [33] presented an approach based on the level set
method. This method, which is similar to the approach of Jun and Spalding [18], used
the zero level set of a smooth function to identify the free surface. Results for several
two-dimensional cases involving the motion of air bubbles in water and falling water
drops in air were shown.

This paper describes a new surface capturing approach which has been developed
by the authors for computing two- and three-dimensional free surface flows within
closed containers. In contrast to previous methods, the present approach makes use
of theartificial compressibilitymethod[7] inconjunctionwiththegoverningequations
for a viscous, incompressible, variable density flow to develop a conservative, fully
coupled numerical algorithm. To demonstrate the present surface capturing method,
results are presented for the two-dimensional ‘‘broken dam’’ problem, the two-di-
mensional Rayleigh–Taylor instability, and the three-dimensional ‘‘broken dam’’
problem.

2. MATHEMATICAL MODEL

In the free surface capturing approach, a flow field solution is sought within both
the liquid and gas regions of the computational domain. A mathematical model of
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this two-fluid system must therefore be able to simulate the physics in both regions
in a consistent manner.

Given the complexity of the general free surface flow problem, it is necessary to
introduce some simplifying assumptions in order to make the resulting formulation
tractable. The present work assumes that the two fluids are immiscible, with both
the density and viscosity constant within each fluid, and that the flow field is incom-
pressible, laminar, and isothermal. For convenience in the discussions below, the
fluid properties in the liquid and gas regions will be denoted respectively by the
subscripts 1 and 2. It should be noted that while the primary fluid is usually a liquid
and the secondary fluid is a gas, the present formulation is applicable to any fluid
combination (e.g., liquid–liquid), as long as the foregoing assumptions are satisfied.
Finally, for all of the problems considered here, surface tension forces and interfacial
mass transfer are neglected.

2.1. Governing Equations

The mathematical model of the two-fluid system is based upon the system of
partial differential equations which govern the motion of a viscous, incompressible,
variable density (nonhomogeneous) fluid. These equations can be written in conser-
vation form as follows:

• Conservation of mass,

r

t
1 = ? rV 5 0; (1)

• Conservation of momentum,

rV
t

1 = ? (rVV 2 T) 5 rB; (2)

• Incompressibility constraint,

= ? V 5 0. (3)

In the above, r is the mass density, V 5 uı̂ 1 vÊ̂ 1 wk̂ is the velocity vector, B 5

Bxı̂ 1 By Ê̂ 1 Bzk̂ is the body force acceleration vector, and T is the stress tensor
for an incompressible fluid,

T 5 e[=V 1 (=V)T] 2 Ip, (4)

where e is the dynamic viscosity, p is the thermodynamic pressure, and I denotes
the unit dyad.

While Eqs. (1)–(3) appear unusual at first glance because of the presence of an
equation for density, they do in fact constitute a solvable system of equations.
Detailed discussions of the mathematical properties of these equations have been
presented by Simon [31] and Antontsev et al. [2]. Similar formulations have also
been considered by Kataoka [19], Unverdi and Tryggvason [36], and Sussman et al.
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[33]. It should be noted that Eqs. (1)–(3) do not account for any interfacial effects
(e.g., surface tension).

To complete the specification of the mathematical problem, Eqs. (1)–(3) must
be supplemented with appropriate boundary and initial conditions. Since the fluid
domain is confined to a closed container, all physical boundaries will be impermeable
walls. The initial conditions will, of course, depend on the particular problem under
consideration.

2.2. Free Surface Modeling

At the interface between two immiscible fluids, experimental observations show
that fluid properties are not discontinuous, but instead vary continuously within a
narrow transition zone [10]. Since the width of this transition zone is typically on
the order of 1029 m, it is reasonable to adopt the idealization that the interface is
a singular surface (or collection of surfaces) which can be described mathematically
by an equation (or set of equations) of the form

fi(x, y, z, t) 5 0. (5)

From an analysis of the kinematics of the interface, it can be shown that the motion
of the surface fi(x, y, z, t) is governed by [30]

fi

t
1 V ? =fi 5 0. (6)

This equation is often referred to as the kinematic boundary condition.
If it is assumed that the fluid interface can be modeled as a singular surface then,

in the absence of viscosity, Eqs. (1) and (2) reduce to a system of conservation
laws which are hyperbolic in both space and time. Using the condition that the free
surface is a material interface (and, hence, moves with the fluid), it can be shown
that the inviscid system admits discontinuous solutions wherein both the density
and tangential velocity may undergo discrete jumps at the free surface [17].

Due to the diffusive effects of viscosity and the molecular mixing which occurs
at the interface, solutions to the viscous equations will, in fact, be continuous.
However, since the length scales associated with property variations across disconti-
nuities are usually much smaller than the characteristic length of the system under
study, one cannot, as a practical matter, resolve such variations numerically. Conse-
quently, the free surface still appears as a discontinuity in a numerical solution to
the viscous equations.

Following the arguments given above, the present work assumes that the system
of equations for nonhomogeneous, incompressible flow can be used to numerically
compute free surface flows by ‘‘capturing’’ the free surface as a contact discontinuity
in the density field. Specifically, it is asserted that the numerical solution of Eqs.
(1)–(3) for a system containing one or more free surfaces will converge (in the
inviscid limit) to the correct weak solution. Since the free surface is ‘‘captured’’ as
a discontinuity in the density field, the need for special procedures to track the free
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surface is eliminated. It should be noted that the concept of obtaining weak solutions
to Eqs. (1)–(3) for the purpose of modeling two-fluid flows is not new. In particular,
Kataoka [19] developed a theoretical framework for this idea in the context of two
phase flows. In this work, the differential equations governing the motion of a
general two phase system were derived based on the use of generalized functions
(or distributions). It was then shown that if interfacial phenomena were neglected,
the equations for two phase flow had the same form as those for single phase flow.
However, the derivatives for the two phase model were defined in the sense of a
distribution. A detailed discussion of these ideas can be found in Kataoka’s article.

2.3. The Artificial Compressibility Method

In the present formulation, it is assumed that the flow field is incompressible, as
reflected by the inclusion of Eq. (3). If density and viscosity of the two fluids are
identical then Eqs. (1)–(3) reduce to the incompressible Navier–Stokes equations.
It is reasonable, therefore, to examine numerical approaches which have been used
successfully for the incompressible Navier–Stokes equations, and we apply them
(with suitable modifications) to the surface capturing model.

The approach adopted in the present work for solving the two-fluid, incompress-
ible system is based on the artificial compressibility method of Chorin [7]. The
artificial compressibility method augments Eq. (3) with a fictitious time derivative
of pressure as follows:

1
b

p
t

1 = ? V 5 0. (7)

Here, b is a constant (with units of pressure) and t is a parameter known as the
pseudo-time. Originally, the artificial compressibility method was thought to be
applicable only to steady flow problems. For such problems, the entire time depen-
dence was fictitious, with the correct steady state solution being approached asymp-
totically in pseudo-time as suggested above. More recently, however, several investi-
gators have introduced time-accurate algorithms in which both the physical time t
and the pseudo-time t are marched [29]. In this case, the solution at a given physical
time level is approached asymptotically as a steady state solution in pseudo-time.
This type of algorithm, which is often called the dual time-stepping procedure, is
employed in the present work as a means of computing time-accurate solutions
using the artificial compressibility approach.

3. NUMERICAL FORMULATION

The numerical approach for solving the governing equations presented above
is based on the finite volume method. The finite volume method discretizes the
computational domain as a system of nonoverlapping control volumes or cells. The
relevant partial differential equations are then integrated over each cell, yielding
a system of integral equations. Applying specific spatial and temporal discretization
techniques transforms these integral equations into a set of algebraic equations,
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where the unknowns represent spatial averages of the dependent variables for a
given control volume.

In order to apply the finite volume method to the two-fluid system, Eqs. (1), (2),
and (7) are first cast into the integral conservation law forms

d
dt

E
V

U dV 1 R
S

F ? n̂ dS 5 E
V

B dV, (8)

1
b

d
dt

E
V

pdV 1 R
S

V ? n̂ dS 5 0, (9)

where V is the cell volume, S is the bounding surface, and column vectors U, F,
and B are defined as

U 5 3
r

ru

rv

rw
4 (10)

F 5 Finv 2 Fvis (11)

Finv 5 3
rV

rVu 1 pı̂

rVv 1 pÊ̂
rVw 1 pk̂

4 (12)

Fvis 5 3
0

e SV
x

1 =uD
e SV

y
1 =vD

e SV
z

1 =wD4 (13)

B 5 3
0

Bx

By

Bz

4 . (14)

Spatial discretizations of the foregoing integral equations are now constructed
to transform the integral equation for a given control volume into an ordinary
differential equation:

d
dt

(UV) 1 O6
l51

(F ? S)l 5 BV (15)
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d
dt

(PV) 1 O6
l51

(V ? S)l 5 0. (16)

In the above, P 5 p/b and Sl is the surface area vector associated with face l of
the control volume.

Using the trapezoidal scheme to advance Eq. (15) in physical time yields

V

Dt
(Un11 2 Un) 1 u FO6

l51
(F ? S)l 2 BVGn11

1 (1 2 u) FO6
l51

(F ? S)l 2 BVGn

5 0. (17)

Since the pseudo-compressibility equation does not require second-order accuracy
in pseudo-time, the Euler implicit form of the trapezoidal scheme (u 5 1) is preferred
due to its more favorable stability. Equation (16) can thus be written as

V

Dt
(Pm11 2 Pm) 1 FO6

l51
(V ? S)lGm11

5 0, (18)

where m is the pseudo-time index.
Equations (17) and (18) can now be combined by observing that quantities at

the m 1 1 time level must approach the solution at the next physical time level
n 1 1 in the limit as m approaches infinity. Thus, the index n 1 1 in Eq. (17) can
be replaced by the index m 1 1, giving

V

Dt
(Um11 2 Un) 1 u FO6

l51
(F ? S)l 2 BVGm11

1 (1 2 u) FO6
l51

(F ? S)l 2 BVGn

5 0. (19)

Equations (18) and (19) can now be written as the single column vector equation

V

Dt
([I] 2 [I0]) dU 1

V

Dt
[I0] (dU 1 Um 2 Un) 1 [Iu] FO6

l51
(F ? S)l 2 BVGm11

1 ([I] 2 [Iu]) FO6
l51

(F ? S)l 2 BVGn

5 0, (20)

where dU ; Um11 2 Um, the diagonal matrices are given by

[I] 5 diag(1, 1, 1, 1, 1) (21)

[I0] 5 diag(1, 1, 1, 1, 0) (22)

[Iu] 5 diag(u, u, u, u, 1) (23)

and U, F, and B have been redefined as
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U 53
r

ru

rv

rw

P

4 (24)

F 5 Finv 2 Fvis (25)

Finv 53
rV

rVu 1 bPı̂

rVv 1 bPÊ̂

rVw 1 bPk̂

V

4 (26)

Fvis 53
0

e SV
x

1 =uD
e SV

y
1 =vD

e
V
z

1 =wD
0

4 (27)

B 53
0

Bx

By

Bz

0

4 . (28)

This formulation is similar to the implicit scheme described by Pan and Chakravarthy
[25] for incompressible flows. In the present case, however, the pseudo-time
marching process is used instead of a relaxed Newton-iteration approach.

3.1. Flux Evaluation

The formulation of the inviscid fluxes is based on the upwind-biased MUSCL
scheme of van Leer [37]. This scheme, which was originally developed for the
compressible Euler equations, has been applied to a wide variety of problems by
various authors, including unsteady, incompressible flows [25]. In the present work,
the MUSCL scheme is used in conjunction with Roe’s approximate Riemann solver
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FIG. 1. Illustration of flux evaluation for upwind-biased MUSCL scheme.

[28] to construct a numerical flux, as shown in Fig. 1. The essential ideas behind
this formulation will be discussed below.

Roe’s scheme is based on a local, linear wave decomposition of the inviscid flux
difference across a cell face. The numerical flux arising from Roe’s scheme can be
expressed in the following manner: Let [Ainv] denote the Jacobian of the inviscid
flux vector, Finv ; Finv ? S,

[Ainv] ;
Finv

U
. (29)

Also, let [Ãinv] be defined as the matrix [Ainv], evaluated at an average state Ũ 5

Ũ(UL, UR), where L and R denote the left and right states, as shown in Fig. 1.
The numerical flux F̂inv can then be written as

F̂inv 5 As [Finv(UR) 1 Finv(UL) 2 [Di](UR 2 UL)], (30)

where

[Di] 5 [T̃][uL̃u][T̃]21. (31)

In the above [T̃] is a matrix whose columns are the right eigenvectors of [Ãinv] and
[uL̃u] is a diagonal matrix consisting of the absolute values of the eigenvalues of
[Ãinv]. For the inviscid flux vector given by Eq. (26), the Jacobian matrix [Ainv] and
its associated eigenvalues and eigenvectors (and, hence, [uL̃u], [T̃], and [T̃]21) can
be derived in a straightforward manner (see Appendices A and B).

For the two-fluid system, the appropriate Roe average is obtained by computing
Ũ as follows:

Ũ 5 3
r̃

r̃ũ

r̃ṽ

r̃w̃

P̃

4 (32)
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r̃ 5 xrL (33)

ũ 5
uL 1 xuR

1 1 x
, ṽ 5

vL 1 xvR

1 1 x
, w̃ 5

wL 1 xwR

1 1 x
(34)

P̃ 5 As (PL 1 PR) (35)

x 5 ÏrR/rL. (36)

The first-order form of Roe’s scheme assumes a piecewise constant profile of U
within each cell. For example, at cell face i 1 As,

UL
i11/2 5 Ui (37)

UR
i11/2 5 Ui11. (38)

In order to achieve a spatial accuracy higher than first order, van Leer [37] observed
that one can simply replace the piecewise constant profiles with higher order interpo-
lations of U at the cell faces. The upwind-biased MUSCL scheme uses this idea to
compute the numerical flux in the following manner:

1. Define high order upwind and downwind profiles of U at a given cell face.

2. Interpolate (or extrapolate) to obtain UL using the upwind profile and UR

using the downwind profile.

3. Compute the numerical flux using an approximate Riemann solver (e.g.,
Roe’s scheme).

A set of general interpolants developed by van Leer [37] can be defined for cell
face i 1 As as

UL
i11/2 5 U 1 Af [(1 2 k)(Ui 2 Ui21) 1 (1 1 k)(Ui11 2 U)] (39)

UR
i11/2 5 Ui11 2 Af [(1 2 k)(Ui12 2 Ui11) 1 (1 1 k)(Ui11 2 Ui)]. (40)

The parameter k in Eqs. (39) and (40) defines the order and type of interpolant.
Some examples include the second-order upwind interpolant (k 5 21) and a third-
order interpolant (k 5 As) corresponding to the QUICK scheme of Leonard [21].

It is well known that higher order methods can give rise to spurious oscillations
in the solution near discontinuities [12]. To control these oscillations, the present
MUSCL scheme makes use of the following limiter functions:

(Ul)L
i11/2 5 Ul 1 Af [(1 2 k)(Fl)R

i21/2(Ul
i 2 Ul

i21) 1 (1 1 k)(Fl)L
i11/2(Ul

i11 2 Ul
i)] (41)

(Ul)R
i11/2 5 Ul

i11 2 Af [(1 2 k)(Fl)L
i13/2(Ul

i12 2 Ul
i11)

1 (1 1 k)(Fl)R
i11/2(Ul

i11 2 Ul
i)]. (42)

In the above, Ul denotes the lth component of the solution vector U, and
(Fl)L

i11/2 and (Fl)R
i11/2 are limiter functions which are defined as
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TABLE I
Limiter Functions Applicable to the

TVD MUSCL Scheme

Name Limiter function

Minmod F(r) 5 max[0, min(1, r)]
Van Leer F(r) 5 (r 1 uru)/(1 1 r)
Compressive minmoda F(r) 5 max[0, min(1, gr)]
Superbee F(r) 5 max[0, min(2r, 1), min(r, 2)]
MUSCL F(r) 5 max[0, min(2, 2r, (1 1 r)/2)]

(Fl)L
i11/2 5 F((rl)L

i11/2) (43)

(Fl)R
i11/2 5 F((rl)R

i11/2), (44)

where

(rl)L
i11/2 5

Ul 2 Ul
i21

Ul
i11 2 Ul (45)

(rl)L
i11/2 5

Ul
i12 2 Ul

i11

Ul
i11 2 Ul . (46)

The mathematical properties of slope-limited MUSCL schemes can be developed
from the theory of total variation diminishing (TVD) schemes for one-dimensional,
linear conservation laws [12]. From this analysis, it is found that many of the
standard TVD limiters are possible candidates for the limiter functions used in Eqs.
(41) and (42). Some typical limiter functions are given in Table I.

For systems of equations, UL and UR can also be constructed by interpolating
other variables at the cell face (such as the primitive variables or characteristic
variables) and computing the corresponding conserved variables from the interpo-
lated variables. In the present case, it is advantageous to employ the primitive
variables, Q, where

Q 53
r

u

v

w

p

4 . (47)

Choosing the primitive variables allows a highly compressive limiter to be applied
to the density (to help minimize numerical diffusion at the interface), while less
compressive limiters (even no limiting) can be applied separately to the velocity
components and pressure.
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The one-dimensional inviscid flux formulas developed above can be employed
in two- and three-dimensional formulations by simply using analogous formulas for
each coordinate direction. That is, the i index is simply replaced by the j and k
indices in order to obtain the numerical flux in the h and z directions, respectively.
This practice, however, assumes that information travels along waves which propa-
gate in directions normal to the cell faces. While this assumption is clearly violated
if the local velocity vectors are not oriented normal to a given cell face, good results
have nonetheless been observed in practice [28].

The viscous fluxes are discretized using central difference approximations follow-
ing the general formulation outlined in Ref. [38]. In the present case, the viscous
flux vector Fvis is constructed directly at a given cell face. The viscosity required
at the cell face is computed by linearly interpolating from neighbor main grid
point values,

ei11/2 5 As (e 1 ei11). (48)

It should be noted that since the viscosity is assumed to be uniform within each
fluid, the numerical value of e at a given point can be derived from knowledge of
the density distribution as follows:
First, define a parameter a as

a ;
r 2 r2

r1 2 r2
. (49)

It can be seen that a is one in the liquid and zero in the gas. Accordingly, the
viscosity can be computed from

e 5 ae1 1 (1 2 a)e2 . (50)

3.2. Linearization

The final step of the discretization process is to linearize the m 1 1 pseudo-time
level terms about pseudo-time level m. To begin, the total flux Fm11 is expanded
in a Taylor series about m as

Fm11 5 Fm 1 SF
t
Dm

Dt 1 O [(Dt)2], (51)

where O [(Dt)2] denotes terms of order (Dt)2 and higher. Following Beam and
Warming [4], the higher order terms are neglected and a discrete approximation
for the first derivative term is constructed. Before doing this, the flux is split into
inviscid and viscous parts, Fm11 5 Fm11

inv 1 Fm11
vis , where

Fm11
inv 5 Fm

inv 1 SFinv

t
Dm

Dt (52)
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Fm11
vis 5 Fm

vis 1 SFvis

t
Dm

Dt. (53)

The inviscid flux time derivative term in Eq. (52) is expanded using the chain rule

SFinv

t
Dm

5 SFinv

U Dm U
t

. (54)

Using the numerical flux F̂inv 5 Finv(UL, UR) in this equation gives

SFinv

t
Dm

5 SF̂inv

ULDm UL

t
1 SF̂inv

URDm UR

t
. (55)

The pseudo-time derivatives of UL and UR are now approximated with finite differ-
ences:

UL

t
P

(UL)m11 2 (UL)m

Dt
5

dUL

Dt
(56)

UR

t
P

(UR)m11 2 (UR)m

Dt
5

dUR

Dt
. (57)

Inserting these approximations into Eq. (55) yields

SFinv

t
Dm

P SF̂inv

ULDm dUL

Dt
1 SF̂inv

URDm dUR

Dt
. (58)

It should be noted that both dUL and dUR can be expressed in terms of dU at the
main grid points using the interpolation functions described in the previous section.

The Jacobians of the numerical flux F̂inv/UL and F̂inv/UR can be derived
from the definition of Roe’s numerical flux, Eq. (30). Following Barth [3], the
Jacobians are simplified by neglecting terms arising from the derivatives of [Di]
with respect to UL and UR. The resulting simplified Jacobians can be written as

F̂inv

UL P As [[Ainv(UL)] 1 [Di]] ; [A1
i ] (59)

F̂inv

UR P As [[Ainv(UR)] 2 [Di]] ; [A2
i ]. (60)

Substituting the simplified Jacobians in Eq. (55) gives

SFinv

t
Dm

P
1

Dt
[[A1

i ] dUL 1 [A2
i ] dUR]. (61)
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Thus, the linearized inviscid flux becomes

Fm11
i P Fm

i 1 [A1
i ] dUL 1 [A2

i ] dUR. (62)

For compactness, a flux difference dFinv is defined by

dFinv ; [A1
i ] dUL 1 [A2

i ] dUR (63)

so that Eq. (62) can be written

Fm11
i P Fm

i 1 dFinv. (64)

The linearization of the viscous Jacobian can be carried out in a similar fashion,
yielding an expression similar to Eq. (64) above:

Fm11
v P Fm

v 1 dFvis. (65)

However, the Jacobian matrices which appear in dFvis will be relatively complex if
derived in full. As a result, it is common to either employ a simplified form of dFvis

(see, for example, [29]), or to neglect it altogether. In the present work, the following
simplified form of dFvis is employed at cell face i 1 1/2,

dFvis 5 [Dv])dUi11 2 dU), (66)

where the elements of matrix [Dv] involve the viscosity and geometric parameters
(see [20] for additional details).

The linearization of the body force term is reasonably straightforward, the result
being represented as

Bm11 P Bm 1 [G] dU, (67)

where

[G] ; B/U. (68)

The specific form of [G] will depend on the body force terms involved. For example,
if the body force is due to a constant gravitational acceleration oriented in the y
direction (rB 5 rge Ê̂), then

[G] 5 diag(ge , 0, 0, 0, 0). (69)

If the foregoing linearizations are introduced into Eq. (20), the result can be
written as

V

Dt
([I] 1 [H]) dU 1 [Iu] FO6

l51
(dFinv 2 dFvis)lGm

5 2R, (70)
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where

R 5
V

Dt
[I0](Um 2 Un) 1 [Iu] FO6

l51
(F ? S)l 2 BVGm

1 ([I] 2 [Iu]) FO6
l51

(F ? S)l 2 BVGn

(71)

[H] 5 SDt

Dt
2 1D [I0] 2 Dt [Iu][G]m. (72)

Notice that setting R equal to zero yields a second-order accurate discretization of
Eq. (20) in both space and time for u 5 As. Therefore, as long as the solution
converges in pseudo-time (i.e., dU R 0), the computed solution is unaffected by
the approximations made on the left-hand side.

Applying Eq. (70) to all control volumes and introducing appropriate expressions
for dFinv and dFvis yields a block system of algebraic equations for the unknowns
dU. The solution at the next time level is obtained by marching the solution in
pseudo-time until a steady state condition is achieved. In order to promote the
stability of the pseudo-time marching process, it is desirable to enhance the diagonal
dominance of the system of equations. One way of doing this in the present case
is to add pseudo-time derivative terms to the mass and momentum equations. Note
that this does not affect the computed solution, since all pseudo-time derivatives
should approach zero in the limit as m R y. Adding pseudo-time derivatives to
Eq. (70) results in the following modified form of the [H] matrix:

[H] 5
Dt

Dt
[I0] 2 Dt [Iu][G]. (73)

Another method for enhancing diagonal dominance is to employ a local pseudo-
time step for each cell. An expression for the local pseudo-time step can be derived
using the maximum eigenvalue (or spectral radius) of the flux Jacobian [12]. Denot-
ing the spectral radii associated with the three computational coordinate directions
as s j, s h, and s z, the local pseudo-time step can be determined from

Dt 5 CFL min SV

s j
,

V

s h
,

V

s zD , (74)

where CFL is a CFL number (typically of order one).

3.3. Boundary Conditions

Boundary conditions were incorporated into the numerical formulation by ex-
pressing dU at boundary grid points in terms of both user-prescribed boundary
data and the solution at interior grid points. For example, at the constant j boundary
i 5 1, a boundary equation can be written as

dUi 5 [Cb
w1] dUi11 1 [Cb

w2] dUi12 1 Cb
w3 , (75)
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where [Cb
w1], [Cb

w2], and Cb
w3 are boundary coefficients associated with the i 5 1

boundary. If this equation is substituted into Eq. (70) for grid point i 5 2 (with
dFinv and dFvis expressed in terms of dU), then all references to the solution at
i 5 1 are eliminated. Since all the flow problems considered in the present work
involve the motion of fluids within impermeable containers, only one type of bound-
ary condition arises in the mathematical formulation, namely the viscous, imperme-
able wall boundary condition. Thus, no slip conditions on the boundaries are im-
posed on the velocity components (u 5 v 5 w 5 0), and a pressure boundary
condition derived from the normal component of the vector momentum equation
is evaluated at the wall. The wall value of the density is simply extrapolated from
the interior.

3.4. Solution Procedure

From the definition of the inviscid numerical flux, it is seen that the use of a high-
order interpolant for dUL and dUR results in a large bandwidth matrix operator. To
reduce this bandwidth, it is common to employ first-order upwind interpolation for
the left-hand side operator. Using this simplification of the left-hand side operator,
Eq. (71) can now be written

V

Dt
([I] 1 [H]) dU 1 [Iu] h[([A1

i ] 1 [Dv])i11/2 2 ([A2
i ] 2 [Dv])i21/2 1 ([A1

i ] 1 [Dv])j11/2

2 ([A2
i ] 2 [Dv])j21/2 1 ([A1

i ] 1 [Dv])k21/2 2 ([A2
i ] 2 [Dv])k21/2] dU

1 ([A2
i ] 2 [Dv])i11/2 dUi 112 ([A1

i ] 1 [Dv])i21/2 dUi21 1 ([A2
i ]

2 [Dv])j11/2 dUj11 2 ([A1
i ] 1 [Dv])j21/2 dUj21 1 ([A2

i ]

2 [Dv])k11/2 dUk11 2 ([A1
i ] 1 [Dv])k21/2 dUk21j 5 2R. (76)

By introducing boundary equations of the form given by Eq. (75), the discrete,
linearized system can be cast into the following form:

V

Dt
([I] 1 [H]) dU 1 [CP] dU 1 [CE] dUi11 1 [CW] dUi21 1 [CN] dUj11

1 [CS] dUj21 1 [CF] dUk11 1 [CB] dUk21 5 2R9. (77)

In the above [CP], [CE], etc. are block coefficients and R9 is a modified right-hand
side vector. Equations of the form given by Eq. (77) provide for a fully implicit
treatment of boundary conditions. Therefore, once the boundary equations coeffi-
cients have been specified, a block system of equations is completely defined for
all inferior main grid points. It is important to reiterate that approximations made
on the left-hand side operator will not affect the spatial or temporal accuracy of
the scheme, so long as the solution converges in pseudo-time.

The block-banded system of equations represented by Eq. (77) can be solved
using a variety of techniques. The present work employed the LU-factored scheme,
which was originally proposed by Jameson and Turkel [15] as a means of constructing
well-conditioned factorizations of implicit schemes for hyperbolic equations. It has
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since been applied by many authors to the solution of the Euler and Navier–Stokes
equations [16, 24, 39].

The LU scheme approximately factors the block-banded matrix operator [M ]
into the product of a lower diagonal operator [L ] and an upper diagonal operator
[U ]. Neglecting the second-order factorization error, the modified system can be
written as

[L ][U ]hdUj 5 2hRj. (78)

The solution of Eq. (78) is both simple and efficient. Defining

hdU**j ; [U ]hdUj, (79)

a forward sweep is performed to solve

[L ]hdU**j 5 hRj (80)

for hdU**j. This is followed by a backsweep to solve

[U ]hdUj 5 hdU**j (81)

for hdUj. Since Eqs. (80) and (81) are triangular, the sweeps require only simple
inversions of matrices.

4. RESULTS

In order to assess the accuracy, efficiency, and robustness of the surface capturing
approach, extensive calculations were carried out for several two- and three-dimen-
sional validation problems. Separate computer programs were written to compute
the two- and three-dimensional problems. Although the general single-step, trape-
zoidal formulation presented in Section 3 was coded in both flow solvers, all calcula-
tions were performed using the Crank–Nicolson scheme (u 5 As), in order to provide
second-order accuracy in time. In addition, exploratory calculations revealed that
while the use of pseudo-time terms in the mass and momentum equations did
promote the stability of the scheme for a given physical time step, it also tended
to slow down the convergence of the subiteration process. Consequently, all calcula-
tions were performed without the pseudo-time terms in the mass and momentum
equations. The faster convergence afforded by this arrangement appeared to com-
pensate for the smaller physical time step required for stability.

In interpreting the solutions obtained using the surface capturing approach, it
was important to unambiguously define the location of the free surface, based on
the density distribution within the computational domain. Unlike surface fitting
methods, the location of the free surface can only be approximated within the
resolution provided by the grid. In the present work, the position of the free surface
was defined as the surface of constant density for which r(x, y, z) 5 As (r1 1 r2) ;
rm . All free surface plots presented in the sections below were created using 10
evenly spaced contours between 0.9rm and 1.1rm .
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FIG. 2. Illustration of the two-dimensional broken dam problem.

4.1. The Two-Dimensional Broken Dam Problem

The sudden collapse of a rectangular column of fluid onto a horizontal surface
is a classic problem in free surface hydrodynamics. Due to its use in modeling the
sudden failure of a dam, it has become known as the broken dam problem. The
relatively simple geometry and initial conditions associated with the broken dam
problem has made it a popular validation case for various surface tracking and
surface capturing schemes.

The specific geometry employed in the present work is illustrated in Fig. 2. A
square water column a units wide is enclosed within an air-filled container 5a units
long by 1.25a units high. The water is initially retained by a thin partition (the dam)
on the right-hand side of the column. At time t 5 01, the partition is removed,
thereby allowing the water to collapse under the influence of gravity. The specific
configuration shown in Fig. 2 was chosen in order to approximate the collapsing
water column experiments of Martin and Moyce [22]. Martin and Moyce used a
high-speed camera to photograph the fluid motion at selected time intervals and
thereby provide data for the free surface positions at the channel walls as functions
of time.

Aside from the use of a two-dimensional model, the present geometry differs
from the Martin and Moyce experiments in that the container in Fig. 2 is closed,
whereas the channel used in the Martin and Moyce experiments was open to the
atmosphere. However, since the density of water is much larger than the density
of air, the use of a closed container should not have a significant effect on the
motion of the water.

The initial conditions for the calculations were prescribed as follows. The density
field was initialized with values appropriate for each fluid as shown in Fig. 2, the
velocity components were set to zero everywhere, and the pressure distribution
was arbitrarily defined to be hydrostatic relative to the top surface of the liquid. It
should be noted that, since this problem involves an instantaneous change in the
initial state of the two fluids (when the partition is removed), the true initial condi-
tions at time t 5 01 will be different from those given above. The reason for this
is that the hydrostatic pressure distributions along each side of the partition
must equilibrate at time t 5 01, which, in turn, induces a nonzero velocity field.
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TABLE II
Case Summary for the Two-Dimensional Broken Dam Problem

Case Grid Dt/tr Interpolant Limiter (r) Re

1 80 3 20 0.002 QUICK Comp. minmod 42792
2 120 3 30 0.00133 QUICK Comp. minmod 42792
3 160 3 40 0.001 QUICK Comp. minmod 42792
4 80 3 20 0.001 QUICK Comp. minmod 42792
5 80 3 20 0.002 QUICK Comp. minmod 121033
6 80 3 20 0.002 1st order upwind N/A 42792
7 80 3 20 0.002 2nd order upwind Comp. minmod 42792
8 80 3 20 0.002 QUICK Minmod 42792
9 80 3 20 0.002 QUICK Van Leer 42792

10 80 3 20 0.002 QUICK Superbee 42792

This condition appears to develop naturally at the first time step of the numerical
algorithm, and the calculations to date have not been adversely affected by the use
of the simpler initial conditions.

A total of 10 cases were computed for the present study. The key parameters
associated with these cases are summarized in Table II. Reference quantities for
nondimensionalization were selected as follows: Lr 5 a; Vr 5 Ïgea; tr 5 Ïa/ge ;
rr 5 r1; and er 5 e1 . The pseudo-compessibility parameter, b, was set to 5 3 104

N/m2.
For the case of a square column of water, Martin and Moyce obtained data at

two different length scales: a 5 0.05715 m and a 5 0.1143 m. With the reference
quantities defined above, the corresponding Reynolds numbers (Re 5 rrVrLr/er)
were 42792 and 121033. Both Reynolds numbers were examined in this study.

After extensive exploratory calculations, a baseline case (Case 1 in Table II) was
established using a uniform grid of 80 3 20 control volumes and a length scale of
a 5 0.05715 m. These baseline results were then used as a reference for other cases.
All calculations were allowed to proceed until the surge front reached the forward
wall of the container.

To establish the grid independence of the solutions relative to the baseline case,
calculations were also made using uniform grids of 120 3 30 and 160 3 40 control
volumes (Cases 2 and 3). The time step was reduced in both cases to maintain a
constant reference CFL number (Vr Dt/Dx). A separate case was also computed to
demonstrate the effect of reducing the time step on the baseline grid (Case 4).

The computed surge front and column height positions (nondimensionalized with
respect to a) for Cases 1–4 are plotted with respect to the nondimensional time in
Figs. 3 and 4. The data of Martin and Moyce are also plotted for comparison. From
these plots, it can be seen that the baseline results are essentially grid independent.
In addition, the numerical solutions compare well with experimental data, consider-
ing the uncertainties inherent in the experimental data and the approximations
employed in the numerical model. However, the computed surge front position
does appear to diverge somewhat from the experimental data toward the end of
the transient.
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FIG. 3. Surge front position versus time for a 5 0.05715 m.

FIG. 4. Column height versus time for a 5 0.05715 m.
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FIG. 5. Surge front position versus time for a 5 0.1143 m.

To examine the effect of Reynolds number, a separate high Reynolds number
calculation was performed on the baseline grid using a 5 0.1143 m (Case 5). A
comparison of these results with both the baseline case and the a 5 0.1143 m data
of Martin and Moyce is shown in Figs. 5 and 6 (note that the Martin and Moyce
data in Fig. 6 are for a 5 0.05715 m, since measurements for this Reynolds number
were not reported). The close agreement of the two numerical solutions suggests
that increasing the Reynolds number relative to the baseline case does not signifi-
cantly affect the free surface motion. Moreover, the high Reynolds number results
appear to agree more closely with the data of Martin and Moyce. It is not clear
whether or not this indicates that the primary source of the discrepancy observed
at the lower Reynolds number is due to uncertainties in the experimental data, or
perhaps, to some other effect not accounted for by the two-dimensional model.

The free surface and velocity fields for the 160 3 40 control volume grid (Case
3) are plotted at selected times in Figs. 7 and 8. Initially, the large difference between
the hydrostatic pressure distribution in the water relative to the adjacent air creates
a large horizontal pressure gradient at the bottom of the dam. This, in turn, acceler-
ates the fluid along the bottom of the container. Eventually, an elongated fluid
layer develops as the surge front sweeps toward the front of the container. An
interesting feature of this flow field is the vortex which forms in the vicinity of the
free surface.

The effect of various upwind-biased interpolation schemes and the density limiter
functions on the numerical solution were examined in Cases 6–10. Comparisons of
solution quality were made using the sharpness of the density profile at the water–air
interface as a figure of merit. Experience with the surface capturing method has
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FIG. 6. Column height versus time for a 5 0.1143 m.

shown that it is important to prevent excessive diffusion of the density interface in
order to maintain the accuracy of the solution for long time periods.

Since the velocity field is continuous for viscous flows, no limiters were applied
to the interpolation of the velocity components. While pressure field itself is also
continuous, there will be a jump in the pressure gradient across the free surface.
Therefore, a simple minmod limiter was used in the interpolation of the pressure.

In Fig. 9, the density profiles along the bottom wall of the container at time t/tr 5

1.5 are plotted for solutions using first order upwind, second-order upwind, and
QUICK interpolants for all variables. Both the second-order upwind and QUICK
cases used a compressive minmod limiter for density (no limiting is necessary for
the first-order upwind interpolant). As expected, first-order upwind interpolation
produced a highly smeared density profile, whereas the higher order interpolants
yielded substantially sharper profiles. Overall, the QUICK profile was the best of
the three.

The impact of the limiter function on the density profile is shown in Fig. 10.
Again, the density profiles along the bottom wall of the container at time t/tr 5 1.5
are plotted. It can be seen that the minmod limiter is the most diffusive and the
superbee limiter the least. While these results would seem to favor the use of the
superbee limiter, experience has shown that calculations using the superbee limiter
are not as robust as those for the other limiters. This behavior is consistent with
results reported in the literature for explicit and implicit TVD MUSCL schemes
[40]. Fortunately, the compressive minmod limiter produced profiles which were
comparable to the superbee limiter without the attendant robustness problems.



962 KELECY AND PLETCHER

FIG. 7. Free surface motion for two-dimensional broken dam problem.
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FIG. 8. Velocity field for two-dimensional broken dam problem.
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FIG. 9. Comparison of density profiles for first- and third-order interpolants.

FIG. 10. Comparison of density profiles for various limiters.
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Based on the foregoing results, all subsequent two- and three-dimensional calcula-
tions were performed using the QUICK interpolants for all variables, and the
compressive minmod limiter for density. While this combination has proven ade-
quate for the calculations performed to date, additional study would be required
to determine if other combinations of interpolants and limiters (including some not
listed here) would be superior to these.

For all of the broken dam cases, the conservation of total mass was monitored
by summing the fluid mass (rV) within each control volume over the entire computa-
tional domain. In every case, the change in total mass over the duration of the
transient was less than 0.01%. Similar levels of mass conservation were maintained
in all subsequent two- and three-dimensional calculations.

Finally, an important link between the nondimensional pseudo-compressibility
parameter b and the computed density field was revealed in the broken dam
calculations. Specifically, it was found that setting b too low (on the order of
100–101) produced large, unphysical oscillations in the density near the free
surface. An analysis of a simple one-dimensional analog of the two-fluid equations
confirmed this connection. Numerical experiments showed that this problem
could be effectively suppressed by prescribing a larger value of b (generally on
the order of 103–104). However, making b too large tended to promote divergence
of the pseudo-time marching process. It was concluded that an ‘‘optimal’’ value
of b must exist which provides sufficient suppression of density oscillations without
significantly affecting the convergence properties of the numerical algorithm. To
date, an appropriate value of b for a particular problem has been determined
through trial and error.

4.2. The Two-Dimensional Rayleigh–Taylor Instability

When a horizontal layer of heavy fluid overlies a layer of light fluid in the
presence of a vertical gravitational field, the interface between the two fluids
is unstable. If the interface is perturbed, buoyancy forces will cause the amplitude
of the perturbation to grow with time. This phenomenon is known as the
Rayleigh–Taylor instability. The original problem, as formulated by Rayleigh
[27] and Taylor [34], was concerned with a linear perturbation analysis for the
case of two inviscid, incompressible fluid layers. Other investigators extended
the linear analysis to include the effects of viscosity and surface tension [6].
More recently, CFD methods have been used to obtain numerical solutions to
the full, nonlinear problem [9, 13, 41, 35].

The present work considers the Rayleigh–Taylor instability for two viscous,
incompressible fluid layers with a prescribed density ratio (r1/r2) of two and a
uniform kinematic viscosity (n1 5 n2). As illustrated in Fig. 11, the fluids are
confined within a periodic domain of width 2L and height H which is bounded
above and below by impermeable walls. The flow field is assumed to be symmetric
about x 5 0.

A single wavelength perturbation is introduced at the fluid interface using the
following nondimensional initial velocity field, which was adapted from the work
of Daly [9]:
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FIG. 11. Illustration of the Rayleigh–Taylor instability problem.

u
Vr

5 5a sin Sfx
L D exp S2

f uyu
L D ,

y
L

. 0,

2a sin Sfx
L D exp S2

f uyu
L D ,

y
L

, 0,

(82)

v
Vr

5 a cos Sfx
L D exp S2

f uyu
L D (83)

a 5
fA Dy
2VrL

. (84)

Here, A is a perturbation amplitude and Dy is a representative mesh increment in
the vertical direction. This velocity field corresponds to a sinusoidal perturbation
of wavelength 2L. To conplete the specification of the initial conditions, the density
field was prescribed as shown in Fig. 11, while the initial pressure was set to a
hydrostatic distribution.
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TABLE III
Case Summary for Large Perturbation Amplitude Rayleigh–Taylor

Instability Calculations

e1 e2

Case Grid (N 2 s/m2) (N 2 s/m2) Dt/tr Re

1 30 3 90 2 3 1024 1 3 1024 0.001 28.3
2 30 3 90 2 3 1025 1 3 1025 0.001 283
3 40 3 120 2 3 1024 1 3 1024 0.001 28.3
4 40 3 120 2 3 1025 1 3 1025 0.001 283

Four cases were run initially for a perturbation amplitude A 5 1 to obtain
solutions for Reynolds numbers of 28.3 and 283 on uniform grids of 30 3 90 and
40 3 120 control volumes. The key parameters for these four cases are presented
in Table III. All calculations were carried out for 4800 time steps, with Dt/tr 5

0.001, and the pseudo-compressibility parameter set to 1 3 103 N/m2. Reference
quantities for nondimensionalization were selected as follows: Lr 5 L, Vr 5

ÏgeL, tr 5 ÏL/ge , rr 5 r1 , and er 5 e1 .
The effect of Reynolds number on the evolution of the free surface is illustrated

in Figs. 12–13 (results for the 40 3 120 control volume grid are shown). In both
cases, the initial perturbation causes the light fluid to rise along the left boundary
and the heavy fluid to sink along the right boundary. The displacement of the interface
is seen to be nearly symmetric during the early growth phase of the instability. As
the amplitude of the instability increases, the characteristic mushroom shape emerges
in the vicinity of the central vortex. The rollup of the interface is much more
pronounced for the higher Reynolds number case due to the smaller influence of
viscous effects, which would tend to smooth out sharp velocity gradients. Eventually,
the walls begin to influence the solution during the latter stages of the transient,
especially in the high Reynolds number case. To permit the interface to develop
unimpeded for longer times, a larger computational domain would be required.

According to linear theory, viscosity has a significant effect on the growth rate
of a single wavelength perturbation. Specifically, it is found that as the perturbation
wavelength decreases, the growth rate increases without bound in the absence of
viscosity, while the growth rate for the viscous case approaches zero. At large
perturbation wavelengths, however, the predicted growth rates for both the inviscid
and viscous cases approach zero. It follows that a maximum growth rate must exist
for the viscous case at some intermediate perturbation wavelength.

For the specific case of equal kinematic viscosities (n1 5 n2 5 n), Chandrasekhar
[6] derived a relation between the linear growth rate and the perturbation wave-
length. This variation can be expressed in terms of a nondimensional growth rate
n* 5 nn1/3/g2/3

e and a modified Reynolds number Rem 5 l3/2
p g1/2

e /n, where n is the
dimensional growth rate (with units of 1/s) and lp 5 2L is the perturbation wave-
length. From this result, Chandrasekhar was able to determine the maximum growth
rate and its corresponding wavelength for a given density ratio, kinematic viscosity,
and gravitational acceleration.
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FIG. 12. Free surface motion for the Rayleigh–Taylor instability; Re 5 28.3.

To determine if the present surface capturing method could reproduce the growth
rates predicted by linear analysis, a series of calculations was performed for a
density ratio of two using four values of kinematic viscosity to provide a range of
modified Reynolds numbers. The perturbation amplitude for these calculations was
reduced by an order of magnitude (A 5 0.1) to help maintain the linear behavior
of the solution over the duration of the transient.

The growth rate for each case was calculated from the numerical results using a
procedure adapted from [9]. This procedure is based on the fact that the amplitude
of the interface displacement grows exponentially in time such that, after initial
transients have died away, a single positive growth rate emerges. When this occurs,
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FIG. 13. Free surface motion for the Rayleigh–Taylor instability; Re 5 283.

the natural logarithm of the interface displacement should vary linearly with time,
the slope of this line being the growth rate.

The calculations for all four cases were performed on a uniform 30 3 90 control
volume grid. The key parameters are summarized in Table IV.

A comparison of the computer growth rates with the growth rate variation pre-
dicted by the linear analysis of Chandrasekhar is given in Fig. 14. The numerical
results show good agreement with the theoretical curve and appear to reproduce
the expected decrease in growth rate at small and large modified Reynolds numbers.
The minor discrepancies exhibited by the numerical results can be attributed to
the slight departure of the numerical solution from linear behavior.



970 KELECY AND PLETCHER

TABLE IV
Case Summary for Small Perturbation Amplitude

Rayleigh–Taylor Instability Calculations

e1 e2

Case Grid (N 2 s/m2) (N 2 s/m2) Rem

1 30 3 90 8 3 1024 4 3 1024 20
2 30 3 90 2 3 1024 1 3 1024 80
3 30 3 90 8 3 1025 4 3 1025 200
4 30 3 90 2 3 1025 1 3 1025 800

4.3. The Three-Dimensional Broken Dam Problem

As a first test case for the three-dimensional surface capturing algorithm, calcula-
tions were carried out for a three-dimensional version of the broken dam problem.
As illustrated in Fig. 15, the geometry is essentially the same as in the two-dimen-
sional case, except that the container is now assumed to have a finite width a in
the z coordinate direction. Due to the symmetry of the flow field, only half of the
channel was used as the computational domain, with a symmetry plane established
at z 5 0.5a.

The calculations were made using a uniform grid of 80 3 20 3 10 control vol-
umes and a length scale of a 5 0.05715 m. The initial conditions and reference
quantities for nondimensionalization were identical to those employed in the
two-dimensional case.

FIG. 14. Nondimensional perturbation growth rate versus modified Reynolds number—comparison
of numerical results with linear theory.
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FIG. 15. Illustration of the three-dimensional broken dam problem.

Plots of the surge front and column height positions at the symmetry plane of
the channel are presented in Figs. 16 and 17. Also plotted in these figures are the
experimental data of Martin and Moyce and the corresponding results for the two-
dimensional broken dam problem. From these plots, it can be seen that there is
very little difference between the two- and three-dimensional solutions. This is
probably due to the high Reynolds number for this particular case, which reduced
the influence of the side walls on the flow field at the symmetry plane.

The motion of the free surface within the half channel is depicted in Fig. 18.
Here, density contours lines were plotted on each boundary surface to provide an

FIG. 16. Surge front position versus time for a 5 0.05715 m.
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FIG. 17. Column height versus time for a 5 0.05715 m.

illustration of the three-dimensional free surface motion. It is seen that the free
surface does not deform appreciably across the channel and that the shape of the
interface is similar to those shown previously for the two-dimensional case. The
velocity fields at the symmetry plane and at several cross channel stations are shown
in Figs. 19 and 20. As in the two-dimensional case, a large vortex is observed in
the vicinity of the density interface. Also, some three-dimensionality of the flow is
observed in the cross channel velocity plots.

5. CONCLUSIONS

The preceding sections have described the development of a new surface capturing
method for computing viscous free surface flows in partially filled containers. The
algorithm employed the artificial compressibility method and a dual time stepping
strategy to develop a conservative, implicit, finite volume formulation of the equa-
tions of motion for a viscous, incompressible, variable density fluid. The use of a
consistent formulation in both the liquid and gas regions permitted the free surface
to be automatically captured as a discontinuity in the density, and thereby eliminated
the need for special free surface tracking procedures.

An extensive set of validation calculations were carried out for the two-dimen-
sional broken dam problem in order to examine the effects of grid refinement (in

FIG. 18. Free surface motion for the three-dimensional broken dam problem.
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FIG. 19. Symmetry plane velocity fields for the three-dimensional broken dam problem at se-
lected times.

both space and time), Reynolds number, upwind-biased interpolants, and limiter
functions. The computed solutions were found to be relatively insensitive to grid
refinement and Reynolds number. A comparison of computed surge front column
height positions as functions of time showed reasonably good agreement with the
experimental data of Martin and Moyce. In addition, the free surface profiles
(plotted as density contours about the mean density value) compared favorably with
photographs from the Martin and Moyce experiments. The choice of interpolant and
limiter functions used in the inviscid flux construction was found to have a significant
impact on the level of numerical diffusion at the free surface. Specifically, it was
shown that the best solutions (in terms of computed density profiles) were obtained
by using the QUICK interpolant for all variables, the compressive minmod limiter
for the density, the minmod limiter for pressure, and no limiting on the velocities.
This combination of interpolants and limiters was adopted in all subsequent calcula-
tions. Total mass conservation checks showed less than 0.01% change over the
transient, a result which was replicated in all calculations performed in this study.
Finally, numerical experiments with the broken dam problem revealed that the
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FIG. 20. Cross channel velocity fields for the three-dimensional broken dam problem at selected
times.

pseudo-compressibility parameter must be made suitably large in order to suppress
the formation of unphysical oscillations in the density field near the free surface.
Solutions computed for the two-dimensional Rayleigh–Taylor problem demon-
strated the present scheme’s ability to capture complex interfacial motions, particu-
larly for high Reynolds number cases. A series of calculations for linear (early time)
growth rate of the sinusoidal perturbation showed good agreement between the
analytical results of Chandrasekhar and numerical predictions. Finally, calculations
for a three-dimensional version of the broken dam problem were performed in
order to validate the three-dimensional surface capturing formulation. The com-
puted surge front and column height positions at the symmetry plane were found
to agree with both the data of Martin and Moyce and a previously computed two-
dimensional solution.

Although the present method has been tested using simple geometries, the formu-
lation is of sufficient generality to permit free surface flows in more complex geome-
tries to be computed. It is entirely possible, for example, to employ the present
method within an unstructured grid, finite-volume solution scheme. Such a scheme
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could use solution-adaptive gridding to points in the vicinity of the free surface and
thereby reduce the smearing of the density gradient as the free surface evolves. In
addition, the present approach should be able to incorporate surface tension models,
such as the scheme proposed by Brackbill et al. [5]. Such modeling would clearly
be required for computing capillary flows, bubble and droplet dynamics, and flows
in microgravity environments.

APPENDIX

A. The Inviscid Flux Jacobians

The solution vector U and the inviscid flux vector Finv ; Finv ? S for the three-
dimensional equations are given by

U 53
r

ru

rv

rw

P
4 (85)

Finv 53
rq

rqu 1 bPSx

rqv 1 bPSy

rqw 1 bPSz

q
4, (86)

where P 5 p/b and

q 5 V ? S 5 uSx 1 vSy 1 wSz (87)

S 5 Sxı̂ 1 SyÊ̂ 1 Szk̂. (88)

The inviscid Jacobian matrix [Ainv] ; Finv/U is given by

[Ainv] 53
0 Sx Sy Sz 0

2qu q 1 uSx uSy uSz bSx

2qv vSx q 1 vSy vSz bSy

2qw wSx wSy q 1 wSz bSz

2q/r Sx/r Sy/r Sz/r 0
4 . (89)

B. The Eigensystem of the Inviscid Flux Jacobians

The five eigenvalues of the inviscid flux Jacobian matrix [Ainv] are derived from
the determinant

u[Ainv] 2 ll [I]u 5 0, (90)
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where ll denotes the l th eigenvalue. The m right eigenvectors are then obtained by
solving the system for each eigenvalue,

([Ainv] 2 ll [I]) Vl 5 0, (91)

where Vl is the l th right eigenvector of [Ainv]. The matrix whose columns are the
right eigenvectors taken in order is denoted [T] and its inverse [T]21. Since [Ainv]
has real eigenvalues and a linearly independent set of right eigenvectors (to be
defined below), then the similarity relation

[Ainv] 5 [T][L][T]21 (92)

holds. Here, [L] is the diagonal eigenvalue matrix,

[L] 5 diag(l1 , l2 , ... , lm). (93)

For the three-dimensional inviscid flux Jacobian presented in Appendix A, the
eigenvalues are

l1 5 l2 5 l3 5 q (94)

l4,5 5 As (q 6 c), (95)

where

c ; Ïq2 1 4b9(S 2
x 1 S 2

y 1 S 2
z) (96)

b9 ; b
r

(97)

and S 5 Sxı̂ 1 SyÊ̂ 1 Szk̂ is either Sj, Sh, or Sz.
The dependence of the right eigenvectors on the geometry produces minor differ-

ences in the elements of [T] and [T]21 for each computational coordinate direction
(j, h, z). Accordingly, the specific forms of these matrices for each direction are
presented below. For convenience, the following notation is used:

S 5 ÏS 2
x 1 S 2

y 1 S 2
z (98)

gj 5
r
j

3 S (99)

gh 5
r
h

3 S (100)

gz 5
r
z

3 S. (101)

In the above, r 5 xı̂ 1 yÊ̂ 1 zk̂. Note that the metric derivatives required in these
matrices (x/j, x/h, etc.) are approximated using finite differences:
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• j direction,

[Tj] 53
1 0 0 l4 l5

u x/h x/z ul4 1 b9Sx ul5 1 b9Sx

v y/h y/z vl4 1 b9Sy vl5 1 b9Sy

w z/h z/z wl4 1 b9Sz wl5 1 b9Sz

0 0 0 2l5/r 2l4/r

4 (102)

[Tj]21 53
1 1 q 2/b9S 2 2qSx/b9S 2 2qSy/b9S 2 2qSz/b9S 2 2r

2gz ? V/S 2 gz ? ı̂/S 2 gz ? Ê̂/S 2 gz ? k̂/S 2 0

gh ? V/S 2 2gh ? ı̂/S 2 2gh ? Ê̂/S 2 2gh ? k̂/S 2 0

2ql4/b9S2c l4Sx/b9S2c l4Sy/b9S2c l4Sz/b9S2c r/c

ql5/b9S2c 2l5Sx/b9S2c 2l5Sy/b9S2c 2l5Sz/b9S2c 2r/c

4, (103)

where S, q, l4 , l5 , and c are evaluated using Sj.

• h direction,

[Th] 53
1 0 0 l4 l5

u x/z x/j ul4 1 b9Sx ul5 1 b9Sx

v y/z y/j vl4 1 b9Sy vl5 1 b9Sy

w z/z z/j wl4 1 b9Sz wl5 1 b9Sz

0 0 0 2l5/r 2l4/r

4 (104)

[Th]21 53
1 1 q 2/b9S 2 2qSx/b9S 2 2qSy/b9S 2 2qSz/b9S 2 2r

2gj ? V/S 2 gj ? ı̂/S 2 gj ? Ê̂/S 2 gj ? k̂/S 2 0

gz ? V/S 2 2gz ? ı̂/S 2 2gz ? Ê̂/S 2 2gz ? k̂/S 2 0

2ql4/b9S2c l4Sx/b9S2c l4Sy/b9S2c l4Sz/b9S2c r/c

ql5/b9S2c 2l5Sx/b9S2c 2l5Sy/b9S2c 2l5Sz/b9S2c 2r/c

4, (105)

where S, q, l4 , l5 , and c are evaluated using Sh.

• z direction,

[Tz] 53
1 0 0 l4 l5

u x/j x/h ul4 1 b9Sx ul5 1 b9Sx

v y/j y/h vl4 1 b9Sy vl5 1 b9Sy

w z/j z/h wl4 1 b9Sz wl5 1 b9Sz

0 0 0 2l5/r 2l4/r

4 (106)



979A FREE SURFACE CAPTURING APPROACH

[Tz]21 53
1 1 q 2/b9S 2 2qSx/b9S 2 2qSy/b9S 2 2qSz/b9S 2 2r

2gh ? V/S 2 gh ? ı̂/S 2 gh ? Ê̂/S 2 gh ? k̂/S 2 0

gj ? V/S 2 2gj ? ı̂/S 2 2gj ? Ê̂/S 2 2gj ? k̂/S 2 0

2ql4/b9S2c l4Sx/b9S2c l4Sy/b9S2c l4Sz/b9S2c r/c

ql5/b9S2c 2l5Sx/b9S2c 2l5Sy/b9S2c 2l5Sz/b9S2c 2r/c

4, (107)

where S, q, l4 , l5 , and c are evaluated using Sz.
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